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1.Egocentric Vision

Egocentric vision is a sub-field of computer
vision that analyzing images and videos
captured by a wearable camera, which is
typically worn on the head and
approximates the visual field of the camera
wearer. It allows us to study human behavior
in a much more direct manner, giving the
opportunity to learn how humans perceive
the world and interact with the environment.

2.Main problems

3.General Idea

Multimodal Learning

Unsupervised Domain Adaptation (UDA). Align
the data distributions of the source and target
domains.

4. Methods

Relative Norm Alignment (RNA). Re-
balance the two modality contributions
during training.

Event camera is novel bio-inspired
sensors, which asynchronously capture
pixel-level intensity changes in the form
of" events".
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Abstract

Event cameras are novel bio-inspired sensors, which

asynchronously capture pixel-level intensity changes in the

form of “ events” . Due to their sensing mechanism, event

camerashave little to no motion blur, a very high temporal

resolution and require significantly less power and mem-

ory than traditional frame-based cameras. These charac-

teristicsmake thema perfect fit to several real-world appli-

cations such as egocentric action recognition on wearable

devices, where fast camera motion and limited power chal-

lengetraditional vision sensors. However, theever-growing

field of event-based vision has, to date, overlooked the po-

tential of event cameras in such applications. In this pa-

per, we show that event data is a very valuable modality

for egocentric action recognition. To do so, we introduce

N-EPIC-Kitchens, the first event-based camera extension

of the large-scale EPIC-Kitchens dataset. In this context,

we propose two strategies: (i) directly processing event-

cameradatawith traditional video-processingarchitectures

(E2(GO)) and (ii) using event-data to distill optical flow in-

formation (E2(GO)MO). On our proposed benchmark, we

show that event data provides a comparable performance

to RGB and optical flow, yet without any additional flow

computation at deploy time, and an improved performance

of up to 4%with respect to RGB only information.

1. Introduction

Egocentric vision has introduced a variety of new chal-

lenges to the computer vision community, such as human-

object interaction [18,65], action anticipation [1,30,39,64],

action recognition [52], and video summarization [23, 57,

58]. With the advent of novel large-scale datasets [14,15],

new tasks are being proposed, such as wearer’s pose es-

timation [105] and egocentric videos anonymization [95].

This trend will grow in the next years thanks to the very

recent release of Ego4D [41], a massive-scale egocentric

*Theauthorsequally contributed to thiswork.

Figure 1. N-EPIC-Kitchens: the first event-based dataset for

egocentric action recognition. From RGB images, we generate

astreamof events(bottom). Positivepolarity isrepresented by red

events, whereas blue events represent negative polarity. Events

focus on motion, similarly to optical flow (top). With their low

latency, high temporal resolution, and low-power consumption,

event dataareaperfect fit for egocentric action recognition.

video dataset offering more than 3,000 hours of daily-life

activity videos accompanied by audio, 3D meshes of the

environment, eyegaze, stereo, andmulti-view videos.

Among all, RGB sensors provide by far the richest

source of visual information. However, the performance

of RGB-based deep models drastically decrease when the

trainingand test datadonot sharethesamedistribution [20].

This issue, known asenvironmental bias [53,72,77,84,88],

originates from RGB-based networks’ tendency to rely on

the environment in which activities are recorded, affect-

ing their ability to recognize actions when they are per-

formed in unfamiliar (unseen) surroundings. This ismainly

caused by appearance-based networks’ tendency to primar-

ily focuson background cuesand objects texture, which are

typically uncorrelated with the action being performed and

thus largely varying in different environments. As a result,

appearance-free modalities, such as motion, have become

the favored choice in current egocentric vision systems, as
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