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1.Introduction 

Deep Learning (DL) models called
Convolutional Neural Networks (CNNs)
have become the de-facto standard approach
to tackle Computer Vision problems.
Unfortunately, DL models are black-boxes
and it is hard for humans to understand the
rationale behind the model decision process.
Many research areas try to provide more
insights on neural network decisional
processes, spanning from the analysis of
these network with Explainable-AI (XAI)
techniques to an analysis of their behavior
from a more data-oriented perspective.

2.Objectives

The objectives of this research focus on two
main pillars: (1) studying methods that
provide new insights on DNNs, (2) analysing
network behaviour in presence on data
related phenomena such as concept drift.

3. Methodologies

3.1 Innovative XAI techniques

An innovative methodology leveraging
ontologies and the holonym-meronym
relationship has been proposed to provide
post-hoc model explanation in the form of
part-based attention maps, thus taking a step
further with respect to standard label-level
explanations.
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3.1 Concept Drift Detection

Concept drift occurs whenever the
statistical properties of the output variable(s)
that the ML model is trying to predict evolve
over time. In this research a novel
methodology for unsupervised drift
detection was proposed to detect and
monitor the occurrence of drift in the context
of synthetically generated documents. The
proposed methodology can identify drift
and correlates well with the performance
degradation of the model.

4. Results

The proposed methods allow to glimpse
richer explanations in one case, and to
efficiently detect drift in the data in the
other.
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Per-part scrore drop evaluation made
by HOLMES for an image of a sorrel
described in Section 3.1.

AUC values at different levels of drift
injection. Predictions determined
through the Hellinger distance as
described in Section 3.2.


