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1. Introduction
• Accurate modeling of dynamic systems is a

fundamental step in many engineering fields for
simulation, prediction, decision making, fault
detection, control design, etc.

• Consider a nonlinear dynamic system in
regression form:

Suppose that the function !" is not known but a
set of measurement data is available

• The goal of system identification is to build a
mathematical model of a dynamic system using
some prior information and measurement data.

• The first element that influences the accuracy of
a model is the quality of the collected data.

2. Objective
Synthesize an input sequence to apply to the plant
to maximize the information extracted from the
collected data and thus minimizing the
uncertainty of the estimated model.

3. Set Membership Design of Experiments 
(SM-DoE)

The proposed Design of Experiments (SM-DoE)
algorithm for nonlinear systems is based on the Set
Membership framework that minimizes the worst-
case model error.
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4. Results

Different DoE methods are compared in a
simulation study on the following dynamic
nonlinear system which is relevant to the behavior
of a combustion engine

5. Conclusion

We propose a novel set membership design of
experiments (SM-DoE) approach for nonlinear
systems, aimed at minimizing the radius of
information. The algorithm is able to guarantee a
desired model accuracy

-1
1

0

1
0

1

0
-1 -1

-1
1

0

1
0

1

0
-1 -1

Inputs FIT RMSE

Random 0.69± 0.03 0.149± 0.017
LHC 0.68± 0.04 0.155± 0.022
D-Optimal 0.76± 0.01 0.115± 0.008
SM-DoE 0.91 0.043
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Theorem 7. Under assumption 3, 4 the state of the system

xt
controlled by the feedback law K(xt, xr) will visit a

point inside the reference set Xr i.e.

8xt, xr 2 X 9K : So(x
t,Kk

t
) 2 Xr for k < K

Proof. Assumption 4 ensures that the set I is not empty and
the optimization problem (46) is always feasible for 8i 2 I.
From definition of the cost function the following inequality
holds for all feasible solutions.

0 6 diam(S(xt, U i

t
)) 6 J⇤(xt, xr, i)

8U i

t
such that U i

t
2 U , xr 2 S(xt, U i

t
)

(47)

From (47) and the fact that Xr is a ball centered at xr we
can conclude that if J⇤(xt, xr, i) 6 diam(Xr)/2, then the
set S(xt, U i

t
) is inside Xr. i.e. So(xt, U i

t
) 2 S(xt, U i

t
) ⇢ Xr.

This holds for all feasible solutions which means the state
of the real system will be inside Xr in i steps. Therefore, in
order to prove the theorem we have to prove that

8" > 0, 9K such that J⇤
k
< " for k < K (48)

where J⇤
k

is the cost computed at time instant k. At each
time step we solve (46) and apply the first element of
the minimizer U⇤i

t
as control action ut and add a new

measurement to the set M. The following inequalities hold
when a new measurement is added

Sk+1(x
t, U⇤i

t
) ⇢ Sk(x

t, U⇤i
t
) (49)

diam(Sk+1(x
t, U⇤i

t
)) < diam(Sk(x

t, U⇤i
t
)) (50)

J⇤
k+1(x

t, xr, ik+1) < J⇤
k
(xt, xr, ik) if ik+1 = ik (51)

where the subscript k+1 indicates a measurement is added to
the set M which happens at each time step. From (49) it can
be seen that when a new measurement is added to the set M
the uncertainty of a certain trajectory is reduced therefore it
may happen that xr /2 Sk+1(xt, U⇤i

t
), which means U⇤i

t
is no

longer a feasible solution. In such conditions, the following
inequality holds

card(Ik+1) 6 card(Ik) (52)

Now consider the following function

v(xt, xr) =
X

i2I(xt,xr)

J⇤(xt, xr, i) (53)

which can be interpreted as the sum of all potential most
uncertain trajectories from xt to xr. From (51), (52) and
(53) we have

vk+1(x
t, xr) < vk(x

t, xr)

vk+2(x
t+1, xr) < vk+1(x

t+1, xr)

vk+3(x
t+2, xr) < vk+2(x

t+2, xr)

...

(54)

Finally, consider the integral of the function v over the
compact set X

V (xr) =

Z

xt2X
v(xt, xr)dx (55)

From (53), (55) we can say V (xr) is a positive definite
function V (xr) > 0 since J⇤ > 0 and V (xr) = 0 if and
only if R1

I
= 0. From (54), (55) it holds that

Vk+1(x
r)� Vk(x

r) < 0 8k > 0 (56)

Therefore limk!1 Vk(xr) = 0 which is true if and only if
limk!1 J⇤

k
= 0.

Algorithm 4 Dynamic Set-Membership DoE
1) select a reference regressor wr to be visited which has

a high uncertainty and it’s equivalent pseudo-state is
close to estimated state.

wr, xr = arg min
wr2W,xr2X

(
��bxt+1 � xr

��
2
+

�

fe(wr)
)

2) compute Xr with a suitable �.
3)

if bxt+1 2 Xr

then ut = ur 2 wr

else ut = K(xr, xt)

4) evaluate the function eyt+1 = fo( ewt) = fo(xt, ut)
5) add eyt+1 and ewt to the set M
6) update � and � according to algorithm 2
7) set t = t+ 1 and go to step (1)

The dynamic Set-Membership DoE is implemented in
algorithm 4. The algorithm is iterative, at each iteration a
reference regressor wr is computed to be visited. Ideally this
reference should be where the fe is maximum (similar to
algorithm 3). However, if the reference is close to estimated
state it can be visited more quickly. Equation (1) combines
these two objectives. In step 2 the reference set Xr is com-
puted. In step 3 if the central estimate is inside the reference
set the input is generated according to the corresponding
ut of the vector wr. otherwise, the input is generated by
the SMPC controller K. Finally, at each iteration a new
measurement is taken and added to the measurement set M
and the lipschitz bounds �, � are updated. To compute fe
in step 1 and 2 a global bound � is used and a quasi-local
bound � is used in step 3.

Corollary 1. For all RI > " there exist a finite number of
steps of algorithm 4 that RI 6 RI

V. SIMULATION RESULTS

In this section, we consider two simulation studies to
illustrate the performance of the SM-DoE algorithm. The
first example is a simulated nonlinear system previously
studied in [14]. The proposed experiment design algorithm is
compared to different inputs and the optimal input that was
discussed in section IV. The second example also studied in
[3], is a nonlinear dynamic system with static nonlinearity
where we compare the quality of the acquired data using
SM-DoE with three different most common DoE methods.

M .
=
�
eyt+1, ewt

 T�1

t=1
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yt+1 = fo(w
t) , wt = [yt...yt�nyut...ut�nu ]
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1. Introduction
• Accurate modeling of dynamic systems is a

fundamental step in many engineering fields for
simulation, prediction, decision making, fault
detection, control design, etc.

• Consider a nonlinear dynamic system in
regression form:

Suppose that the function !" is not known but a
set of measurement data is available

• The goal of system identification is to build a
mathematical model of a dynamic system using
some prior information and measurement data.

• The first element that influences the accuracy of
a model is the quality of the collected data.

2. Objective
Synthesize an input sequence to apply to the plant
to maximize the information extracted from the
collected data and thus minimizing the
uncertainty of the estimated model.

3. Set Membership Design of Experiments 
(SM-DoE)

The proposed Design of Experiments (SM-DoE)
algorithm for nonlinear systems is based on the Set
Membership framework that minimizes the worst-
case model error.
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4. Results

Different DoE methods are compared in a
simulation study on the following dynamic
nonlinear system which is relevant to the behavior
of a combustion engine

5. Conclusion

We propose a novel set membership design of
experiments (SM-DoE) approach for nonlinear
systems, aimed at minimizing the radius of
information. The algorithm is able to guarantee a
desired model accuracy
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SM-DoE

Theorem 7. Under assumption 3, 4 the state of the system

xt
controlled by the feedback law K(xt, xr) will visit a

point inside the reference set Xr i.e.

8xt, xr 2 X 9K : So(x
t,Kk

t
) 2 Xr for k < K

Proof. Assumption 4 ensures that the set I is not empty and
the optimization problem (46) is always feasible for 8i 2 I.
From definition of the cost function the following inequality
holds for all feasible solutions.

0 6 diam(S(xt, U i

t
)) 6 J⇤(xt, xr, i)

8U i

t
such that U i

t
2 U , xr 2 S(xt, U i

t
)

(47)

From (47) and the fact that Xr is a ball centered at xr we
can conclude that if J⇤(xt, xr, i) 6 diam(Xr)/2, then the
set S(xt, U i

t
) is inside Xr. i.e. So(xt, U i

t
) 2 S(xt, U i

t
) ⇢ Xr.

This holds for all feasible solutions which means the state
of the real system will be inside Xr in i steps. Therefore, in
order to prove the theorem we have to prove that

8" > 0, 9K such that J⇤
k
< " for k < K (48)

where J⇤
k

is the cost computed at time instant k. At each
time step we solve (46) and apply the first element of
the minimizer U⇤i

t
as control action ut and add a new

measurement to the set M. The following inequalities hold
when a new measurement is added

Sk+1(x
t, U⇤i

t
) ⇢ Sk(x

t, U⇤i
t
) (49)

diam(Sk+1(x
t, U⇤i

t
)) < diam(Sk(x

t, U⇤i
t
)) (50)

J⇤
k+1(x

t, xr, ik+1) < J⇤
k
(xt, xr, ik) if ik+1 = ik (51)

where the subscript k+1 indicates a measurement is added to
the set M which happens at each time step. From (49) it can
be seen that when a new measurement is added to the set M
the uncertainty of a certain trajectory is reduced therefore it
may happen that xr /2 Sk+1(xt, U⇤i

t
), which means U⇤i

t
is no

longer a feasible solution. In such conditions, the following
inequality holds

card(Ik+1) 6 card(Ik) (52)

Now consider the following function

v(xt, xr) =
X

i2I(xt,xr)

J⇤(xt, xr, i) (53)

which can be interpreted as the sum of all potential most
uncertain trajectories from xt to xr. From (51), (52) and
(53) we have

vk+1(x
t, xr) < vk(x

t, xr)

vk+2(x
t+1, xr) < vk+1(x

t+1, xr)

vk+3(x
t+2, xr) < vk+2(x

t+2, xr)

...

(54)

Finally, consider the integral of the function v over the
compact set X

V (xr) =

Z

xt2X
v(xt, xr)dx (55)

From (53), (55) we can say V (xr) is a positive definite
function V (xr) > 0 since J⇤ > 0 and V (xr) = 0 if and
only if R1

I
= 0. From (54), (55) it holds that

Vk+1(x
r)� Vk(x

r) < 0 8k > 0 (56)

Therefore limk!1 Vk(xr) = 0 which is true if and only if
limk!1 J⇤

k
= 0.

Algorithm 4 Dynamic Set-Membership DoE
1) select a reference regressor wr to be visited which has

a high uncertainty and it’s equivalent pseudo-state is
close to estimated state.

wr, xr = arg min
wr2W,xr2X

(
��bxt+1 � xr

��
2
+

�

fe(wr)
)

2) compute Xr with a suitable �.
3)

if bxt+1 2 Xr

then ut = ur 2 wr

else ut = K(xr, xt)

4) evaluate the function eyt+1 = fo( ewt) = fo(xt, ut)
5) add eyt+1 and ewt to the set M
6) update � and � according to algorithm 2
7) set t = t+ 1 and go to step (1)

The dynamic Set-Membership DoE is implemented in
algorithm 4. The algorithm is iterative, at each iteration a
reference regressor wr is computed to be visited. Ideally this
reference should be where the fe is maximum (similar to
algorithm 3). However, if the reference is close to estimated
state it can be visited more quickly. Equation (1) combines
these two objectives. In step 2 the reference set Xr is com-
puted. In step 3 if the central estimate is inside the reference
set the input is generated according to the corresponding
ut of the vector wr. otherwise, the input is generated by
the SMPC controller K. Finally, at each iteration a new
measurement is taken and added to the measurement set M
and the lipschitz bounds �, � are updated. To compute fe
in step 1 and 2 a global bound � is used and a quasi-local
bound � is used in step 3.

Corollary 1. For all RI > " there exist a finite number of
steps of algorithm 4 that RI 6 RI

V. SIMULATION RESULTS

In this section, we consider two simulation studies to
illustrate the performance of the SM-DoE algorithm. The
first example is a simulated nonlinear system previously
studied in [14]. The proposed experiment design algorithm is
compared to different inputs and the optimal input that was
discussed in section IV. The second example also studied in
[3], is a nonlinear dynamic system with static nonlinearity
where we compare the quality of the acquired data using
SM-DoE with three different most common DoE methods.


