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1. Introduction 

Lately, network-on-chip (NoC) interconnection
architecture, is becoming a trend for multi-
processor system-on-chip (MPSoC). Basically a
NoC is a net of routers (R) connected, by physical
links, with processing elements (PE) ; where the
latter can be a processor, memory or any IP.

This kind of devices are designed with the
emphasis on performance. On the other hand,
safety critical industry, especially avionic industry,
has a set of strict reliability requirements, which
are not addressed by the commercial off-the-shelf
(COTS) MPSoC. One of the main issues is the
interconnection which is shared by all the
applications. This hinders the fault segregation,
especially for what it concerns time interference.

2. Goal

The goal of this research is to allow the usage of
NoC-based COTS MPSoC in safety critical
systems, in particular in avionic domain.

3. Proposed solution

The proposed solution consists in creating a
dedicated communication channel for each critical
application (i.e., between its nodes). This
dedicated channels are created in such a way that
they do not overlap and thus no congestion is
possible.

The implementation of the proposed solution is
done by a SW module to be inserted in a real-time
OS. The mechanism is based on the assumption
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that the routing algorithm (used by the NoC) is
deterministic and know, and the topology is known
as well. This assumption allows to know the path, a
given packet will take, by only knowing the source
and destination coordinates. The proposed SW
module is thus able to block any faulty packets
before these are injected into the network.

The proposed solution imply a cost in terms of
connectivity, as portions of the NoC become
dedicated to one application only and thus are not
usable by no other application. In order to mitigate
this drawback, a redirection SW module has been
developed. In detail, each non-critical node can be
used to retransmit the packets, improving in this
way the overall connectivity.

4. Results

The proposed solution has been tested using a
simulated 4x4 NoC with XY routing. Experimental
results show how the time interference have been
eliminated as the critical traffic latency becomes
deterministic. Furthermore the redirection feature
allows the non-critical application to see almost no
connectivity reduction even under scenarios in
which large part of the NoC resources has been
dedicated to critical applications.
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Considered scenario: XY routing; 0 and 14 are only critical nodes; 
node 5 is used as redirection node for node 1 to 3 communication
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